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ABSTRACT
A random𝑚×𝑛 matrix 𝑆 is an oblivious subspace embedding (OSE)

with parameters 𝜖 > 0, 𝛿 ∈ (0, 1/3) and 𝑑 ≤ 𝑚 ≤ 𝑛, if for any

𝑑-dimensional subspace𝑊 ⊆ R𝑛 ,
P

(
∀𝑥∈𝑊 (1 + 𝜖)−1∥𝑥 ∥ ≤ ∥𝑆𝑥 ∥ ≤ (1 + 𝜖)∥𝑥 ∥

)
≥ 1 − 𝛿.

It is known that the embedding dimension of an OSE must satisfy

𝑚 ≥ 𝑑 , and for any 𝜃 > 0, a Gaussian embedding matrix with

𝑚 ≥ (1 + 𝜃 )𝑑 is an OSE with 𝜖 = 𝑂𝜃 (1). However, such optimal

embedding dimension is not known for other embeddings. Of partic-

ular interest are sparse OSEs, having 𝑠 ≪𝑚 non-zeros per column

(Clarkson andWoodruff, STOC 2013), with applications to problems

such as least squares regression and low-rank approximation.

We show that, given any 𝜃 > 0, an 𝑚 × 𝑛 random matrix 𝑆

with𝑚 ≥ (1 + 𝜃 )𝑑 consisting of randomly sparsified ±1/
√
𝑠 entries

and having 𝑠 = 𝑂 (log4 (𝑑)) non-zeros per column, is an oblivious

subspace embedding with 𝜖 = 𝑂𝜃 (1). Our result addresses the main

open question posed by Nelson and Nguyen (FOCS 2013), who

conjectured that sparse OSEs can achieve 𝑚 = 𝑂 (𝑑) embedding

dimension, and it improves on𝑚 = 𝑂 (𝑑 log(𝑑)) shown by Cohen

(SODA 2016). We use this to construct the first oblivious subspace

embedding with 𝑂 (𝑑) embedding dimension that can be applied

faster than current matrix multiplication time, and to obtain an

optimal single-pass algorithm for least squares regression.

We further extend our results to Leverage Score Sparsification

(LESS), which is a recently introduced non-oblivious embedding

technique. We use LESS to construct the first subspace embedding

with low distortion 𝜖 = 𝑜 (1) and optimal embedding dimension𝑚 =

𝑂 (𝑑/𝜖2) that can be applied in current matrix multiplication time,

addressing a question posed by Cherapanamjeri, Silwal, Woodruff

and Zhou (SODA 2023).
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1 INTRODUCTION
Since their first introduction by Sarlós [35], subspace embeddings

have been used as a key dimensionality reduction technique in

designing fast approximate randomized algorithms for numerical

linear algebra problems, including least squares regression, 𝑙𝑝 re-

gression, low-rank approximation, and approximating leverage

scores, among others [9–11, 21, 29, 33, 38]; we refer to the surveys

[19, 22, 24, 28, 30, 39] for an overview. The subspace embedding

property can be viewed as an extension of the classical Johnson-

Lindenstrauss (JL) lemma [26], which provides a transformation

that reduces the dimensionality of a finite set of 𝑛-dimensional vec-

tors while preserving their pairwise distances (i.e., an embedding).

Here, instead of a finite set, we consider a 𝑑-dimensional subspace

of R𝑛 , where 𝑑 ≪ 𝑛. One way to define such a transformation is

via an 𝑚 × 𝑛 random matrix 𝑆 , where 𝑚 ≪ 𝑛 is the embedding
dimension. Remarkably, when the embedding dimension𝑚 and the

distribution of 𝑆 are chosen correctly, then matrix 𝑆 can provide an

embedding for any 𝑑-dimensional subspace𝑊 with high probabil-

ity. Such a distribution of 𝑆 is oblivious to the choice of the subspace.
Since any 𝑑-dimensional subspace of R𝑛 can be represented as the

range of an 𝑛 × 𝑑 matrix𝑈 with orthonormal columns, we arrive

at the following definition.

Definition 1.1. A random 𝑚 × 𝑛 matrix 𝑆 is an (𝜖, 𝛿)-subspace
embedding (SE) for an 𝑛 × 𝑑 matrix 𝑈 with orthonormal columns,

where 𝜖 > 0, 𝛿 ∈ (0, 1/3) and 𝑑 ≤ 𝑚 ≤ 𝑛, if

P
(
∀
𝑥∈R𝑑 (1 + 𝜖)

−1∥𝑥 ∥ ≤ ∥𝑆𝑈𝑥 ∥ ≤ (1 + 𝜖)∥𝑥 ∥
)
≥ 1 − 𝛿.

If 𝑆 is an (𝜖, 𝛿)-SE for all such 𝑈 , then it is an (𝜖, 𝛿, 𝑑)-oblivious
subspace embedding (OSE).

The embedding dimension of any OSE must satisfy𝑚 ≥ 𝑑 , so

ideally we would like an embedding with𝑚 as close to 𝑑 as possible,

while making sure that the distortion 𝜖 is not too large. For many
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applications, a constant distortion, i.e., 𝜖 = 𝑂 (1), is sufficient, while

for some, one aims for low-distortion embeddings with 𝜖 ≪ 1.

One of the most classical families of OSE distributions are Gauss-

ian matrices 𝑆 with i.i.d. entries 𝑠𝑖, 𝑗 ∼ N(0, 1/𝑚). Thanks to clas-

sical results on the spectral distribution of Gaussian matrices [34]

combinedwith their rotational invariance, there is a sharp character-

ization of the distortion factor 𝜖 for Gaussian subspace embeddings,

which implies that the embedding dimension can be arbitrarily

close to 𝑑 , i.e.,𝑚 = (1 + 𝜃 )𝑑 for any constant 𝜃 > 0, while ensuring

the OSE property with 𝜖 = 𝑂 (1) and 𝛿 = exp(−Ω(𝑑)), where the
big-O notation hides the dependence on 𝜃 . These guarantees have

been partly extended, although only with a sub-optimal constant

𝜃 = 𝑂 (1), to a broader class of random matrices that satisfy the

Johnson-Lindenstrauss property, including dense subgaussian em-

beddings such as matrices with i.i.d. random sign entries scaled by

1/
√
𝑚.

Dense Gaussian and subgaussian embeddings are too expen-

sive for many applications, due to the high cost of dense matrix

multiplication. One of the ways of addressing this, as proposed

by Clarkson and Woodruff [11], is to use very sparse random sign

matrices, where the sparsity is distributed uniformly so that there

are 𝑠 ≪ 𝑚 non-zero entries per column of 𝑆 (we refer to 𝑠 as the

column-sparsity of 𝑆). Remarkably, choosing column-sparsity 𝑠 = 1

(which is the minimum necessary sparsity for any OSE [29]) is

already sufficient to obtain a constant distortion OSE, but only if

we increase the embedding dimension to𝑚 = 𝑂 (𝑑2). On the other

hand, Nelson and Nguyen [31], along with follow up works [3],

showed that if we allow 𝑠 = polylog(𝑑), then we can get an OSE

with𝑚 = 𝑑 polylog(𝑑). This was later improved by Cohen [12] to

𝑚 = 𝑂 (𝑑 log(𝑑)) with column-sparsity 𝑠 = 𝑂 (log(𝑑)). Neverthe-
less, the embedding dimension of sparse OSEs remains sub-optimal,

not just by a constant, but by an 𝑂 (log(𝑑)) factor, due to a funda-

mental limitation of the matrix Chernoff analysis employed by [12].

Thus, we arrive at the central question of this work:

What is the optimal embedding dimension for sparse oblivious
subspace embeddings?

This question is essentially the main open question posed by

Nelson and Nguyen [31, Conjecture 14]: They conjectured that a

sparse random sign matrix with 𝑠 = 𝑂 (log(𝑑)) non-zeros per col-
umn achieves a constant distortion OSE with embedding dimension

𝑚 = 𝑂 (𝑑), i.e., within a constant factor of the optimum. We go one

step further and ask whether a sparse OSE can recover the optimal
embedding dimension, i.e.,𝑚 = (1 + 𝜃 )𝑑 for any 𝜃 > 0, achieved

by Gaussian embeddings. Note that this version of the question is

open for any sparsity 𝑠 and any distortion 𝜖 , even including dense

random sign matrices (i.e., 𝑠 =𝑚).

1.1 Main results
In our main result, we show that embedding matrices with column-

sparsity 𝑠 polylogarithmic in 𝑑 can recover the optimal Gaussian

embedding dimension 𝑚 = (1 + 𝜃 )𝑑 , while achieving constant

distortion 𝜖 . The below result applies to several standard sparse

embedding constructions, including a construction considered by

Nelson and Nguyen (among others), where, we split each column

of 𝑆 into 𝑠 sub-columns and sample a single non-zero entry in each

sub-column, assigning a random ±1/
√
𝑠 to each of those entries.

Theorem 1.2 (Sparse OSEs; informal Theorem 3.3). Given
any constant 𝜃 > 0, an 𝑚 × 𝑛 sparse embedding matrix 𝑆 with
𝑛 ≥ 𝑚 ≥ (1 + 𝜃 )𝑑 and 𝑠 = 𝑂 (log4 (𝑑)) non-zeros per column is an
oblivious subspace embedding with distortion 𝜖 = 𝑂 (1). Moreover,
given any 𝜖, 𝛿 , it suffices to use 𝑠 = 𝑂 (log4 (𝑑/𝛿)/𝜖6) to get an (𝜖, 𝛿)-
OSE with𝑚 = 𝑂 ((𝑑 + log 1/𝛿)/𝜖2).

The embedding dimension of𝑚 = 𝑂 (𝑑/𝜖2) exactly matches a

known lower bound of𝑚 = Ω(𝑑/𝜖2), given by Nelson and Nguyen

[32]. To our knowledge, this result is the first to achieve the op-

timal embedding dimension for a sparse OSE with any sparsity

𝑠 = 𝑜 (𝑚), or indeed, for any OSE that can be applied faster than

dense 𝑑 × 𝑑 matrix multiplication, including recent efforts [7, 8]

(see Theorem 1.4 for our fast OSE algorithm).

A known lower bound on the level of sparsity achievable by

any oblivious subspace embedding is a single non-zero entry per

column (𝑠 = 1) of the embedding matrix 𝑆 [29]. However, this

limit can be circumvented by non-oblivious sparse embeddings, i.e.,

when we have additional information about the orthonormal matrix

𝑈 ∈ R𝑛×𝑑 that represents the subspace. Of particular significance

is the distribution of the squared row norms of 𝑈 (also known

as leverage scores), which encode the relative importance of the

rows of 𝑈 in constructing a good embedding. Knowing accurate

approximations of the leverage scores lies at the core of many

subspace embedding techniques, including approximate leverage

score sampling [21, 23] and the Subsampled Randomized Hadamard

Transform [1, 37]. These approaches rely on the fact that simply

sub-sampling 𝑚 = 𝑂 (𝑑 log𝑑) rows of 𝑈 proportionally to their

(approximate) leverage scores is a constant distortion subspace

embedding. This corresponds to the 𝑚 × 𝑛 embedding matrix 𝑆

having one non-zero entry per row (a.k.a. a sub-sampling matrix),

which is much sparser than any OSE since 𝑛 ≫ 𝑚. However, the

sub-sampling embeddings are bound to the sub-optimal 𝑂 (𝑑 log𝑑)
embedding dimension𝑚, and it is not known when we can achieve

the optimal𝑚 = (1 + 𝜃 )𝑑 or even𝑚 = 𝑂 (𝑑). We address this in the

following result, showing that a non-oblivious sparse embedding

knowing leverage score estimates requires only polylogarithmic

in 𝑑 row-sparsity (non-zeros per row). To do this, we construct

embeddingmatrices with a non-uniform sparsity pattern that favors

high-leverage rows, inspired by recently proposed Leverage Score

Sparsified embeddings [16–18].

Theorem 1.3 (Sparser Non-oblivious SE; informal Theorem

4.3). Consider 𝛼 ≥ 1 and any matrix 𝑈 ∈ R𝑛×𝑑 such that 𝑈⊤𝑈 =

𝐼 . Given 𝛼-approximations of all squared row norms of 𝑈 , we can
construct a (1+𝜃 )𝑑×𝑛 subspace embedding for𝑈 having𝑂 (𝛼 log

4 𝑑)
non-zeros per row and 𝜖 = 𝑂 (1). Moreover, for any 𝜖, 𝛿 , we can
construct an (𝜖, 𝛿)-SE for𝑈 with 𝑂 (𝛼 log

4 (𝑑)/𝜖4) non-zeros per row
and embedding dimension𝑚 = 𝑂 ((𝑑 + log 1/𝛿)/𝜖2).

Even though the above result focuses on non-oblivious em-

beddings, one of its key implications is a new guarantee for a

classical family of oblivious embeddings known as Fast Johnson-

Lindenstrauss Transforms (FJLT), introduced by Ailon and Chazelle

[1]. An FJLT is defined as 𝑆 = Φ𝐻𝐷 , where Φ is an𝑚 ×𝑛 uniformly

sparsified embedding matrix, 𝐻 is an 𝑛 × 𝑛 orthogonal matrix with
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Ref. Oblivious Dimension𝑚 Runtime

[7] ✓ 𝑂 (𝑑 · pll(𝑑 ) ) – 𝑂 (nnz(𝐴) + 𝑑2+𝛾 )
[7] – 𝑂 (𝑑 log(𝑑 )/𝜖2 ) – 𝑂 (nnz(𝐴) + 𝑑𝜔 pll(𝑑 ) )
[8] – 𝑂 (𝑑 ) ✓ 𝑂 (nnz(𝐴) + 𝑑2+𝛾 )
[8] – 𝑂 (𝑑 log(𝑑 )/𝜖2 ) – 𝑂 (nnz(𝐴) + 𝑑𝜔 )

Thm. 1.4 ✓ 𝑂 (𝑑 ) ✓ 𝑂 (nnz(𝐴) + 𝑑2+𝛾 )
Thm. 1.6 – 𝑂 (𝑑/𝜖2 ) ✓ 𝑂 (nnz(𝐴) + 𝑑𝜔 )

Table 1: Comparison of our results to recent prior works
towards obtaining fast subspace embeddings with optimal
embedding dimension. For clarity of presentation, we assume
that the distortion satisfies 𝜖 = Ω(𝑑−𝑐 ) for a small constant
𝑐 > 0, and we use pll(𝑑) to denote poly(log log𝑑). We use a
checkmark ✓ to indicate which embeddings are oblivious,
andwhich of them achieve optimal dependence of dimension
𝑚 relative to the distortion 𝜖.

fast matrix-vector products (e.g., a Fourier or Walsh-Hadamard

matrix), and 𝐷 is a diagonal matrix with random ±1 entries. This
embedding is effectively a two-step procedure: first, we use 𝐻𝐷 to

randomly rotate the subspace defined by 𝑈 , obtaining �̃� = 𝐻𝐷𝑈

which has nearly-uniform leverage scores [37]; then we apply a

uniformly sparsified embedding Φ to �̃� , knowing that the uniform

distribution is a good approximation for the leverage scores of �̃� .

Theorem 1.3 implies that an FJLT with 𝑂 (log4 (𝑑)/𝜖4) non-zeros
per row is an (𝜖, 𝛿, 𝑑)-OSE with the optimal embedding dimen-

sion𝑚 = 𝑂 ((𝑑 + log 1/𝛿)/𝜖2) (see Theorem 4.4 for details). To our

knowledge, this is the first optimal dimension OSE result for FJLT

matrices.

Yet, the application to FJLTs does not leverage the full potential

of Theorem 1.3, which is particularly useful for efficiently con-

structing optimal subspace embeddings when only coarse leverage

score estimates are available, which has arisen in recent works

on fast subspace embeddings [7, 8]. In the following section, we

use it to construct a new fast low-distortion SE (i.e., 𝜖 ≪ 1) with

optimal embedding dimension, addressing a question posed by

Cherapanamjeri, Silwal, Woodruff and Zhou [8] (see Theorem 1.6

for details).

1.2 Fast subspace embeddings
Next, we illustrate how our main results can be used to construct

fast subspace embeddings with optimal embedding dimension. In

most applications, OSEs are used to perform dimensionality reduc-

tion on an 𝑛 × 𝑑 matrix 𝐴 by constructing the smaller𝑚 × 𝑑 matrix

𝑆𝐴. The subspace embedding condition ensures that ∥𝑆𝐴𝑥 ∥ ≈ ∥𝐴𝑥 ∥
for all 𝑥 ∈ R𝑑 up to a multiplicative factor 1+𝜖 , which has numerous

applications, including fast linear regression (see Section 1.3). The

key computational bottleneck here is the cost of computing 𝑆𝐴. We

aim for input sparsity time, i.e., 𝑂 (nnz(𝐴)), where nnz(𝐴) is the
number of non-zeros in 𝐴, possibly with an additional small poly-

nomial dependence on 𝑑 . Our results for computing a fast subspace

embedding 𝑆𝐴 with optimal embedding dimension are summarized

in Table 1, alongside recent prior works.

In the following result, we build on Theorem 1.2 to provide

an input sparsity time algorithm for constructing a fast oblivious

subspace embedding with constant distortion 𝜖 = 𝑂 (1), and optimal

embedding dimension 𝑚 = 𝑂 (𝑑). This is the first optimal OSE

construction that is faster than current matrix multiplication time

𝑂 (𝑑𝜔 ).
Theorem 1.4 (Fast oblivious subspace embedding). Given

𝑑 ≤ 𝑛 and any 𝛾 > 0, there is a distribution over𝑚 × 𝑛 matrices 𝑆
where𝑚 = 𝑂 (𝑑), such that for any 𝐴 ∈ R𝑛×𝑑 , with probability at
least 0.9:

1

2

∥𝐴𝑥 ∥ ≤ ∥𝑆𝐴𝑥 ∥ ≤ 2∥𝐴𝑥 ∥ ∀𝑥 ∈ R𝑑 ,

and 𝑆𝐴 can be computed in 𝑂 (𝛾−1 nnz(𝐴) + 𝑑2+𝛾 polylog(𝑑)) time.
Moreover, for 𝛾 = Ω(1), we can generate such a random matrix 𝑆

using only polylog(𝑛𝑑) many uniform random bits.

Remark 1.5. The problem of constructing an OSE using polylog(𝑛𝑑)
many random bits was also brought up by Nelson and Nguyen, who

obtained this with𝑚 = 𝑑 polylog(𝑑). To achieve it with𝑚 = 𝑂 (𝑑),
we introduce a new sparse construction, likely of independent

interest, where the non-zeros are distributed along the diagonals

instead of the columns of 𝑆 .

The runtime of ourmethodmatches the best known non-oblivious

SE with 𝑚 = 𝑂 (𝑑), recently obtained by [8], while at the same

time being much simpler to implement: their construction requires

solving a semidefinite program to achieve the optimal dimension,

while we simply combine several sparse matrix multiplication steps.

Moreover, thanks to its obliviousness, our embedding can be easily

adapted to streaming settings. For example, consider numerical lin-

ear algebra in the turnstile model [10], where we wish to maintain a

sketch of𝐴while receiving a sequence of updates𝐴𝑖, 𝑗 ← 𝐴𝑖, 𝑗+𝛿 . Us-
ing the construction from Theorem 1.4, we can maintain a constant-

distortion subspace embedding of 𝐴 in the turnstile model with

optimal space of𝑂 (𝑑2 log(𝑛𝑑)) bits, while reducing the update time

exponentially, from 𝑂 (𝑑) (for a dense OSE matrix) to polylog(𝑑)
time.

In the next result, we build on Theorem 1.3 to provide the first

subspace embedding with low distortion 𝜖 = 𝑜 (1) and optimal

embedding dimension 𝑚 = 𝑂 (𝑑/𝜖2) that can be applied in cur-

rent matrix multiplication time. This addresses the question posed

by Cherapanamjeri, Silwal, Woodruff and Zhou [8], who gave a

current matrix multiplication time algorithm for a low-distortion

subspace embedding, but with a sub-optimal embedding dimension

𝑚 = 𝑂 (𝑑 log(𝑑)/𝜖2). We are able to improve upon this embedding

dimension by replacing leverage score sampling (used by [8]) with

our leverage score sparsified embedding construction, developed

as part of the proof of Theorem 1.3.

Theorem 1.6 (Fast low-distortion subspace embedding).

Given 𝐴 ∈ R𝑛×𝑑 and 𝜖 > 0, we can compute an 𝑚 × 𝑑 matrix
𝑆𝐴 such that𝑚 = 𝑂 (𝑑/𝜖2), and with probability at least 0.9:

(1 + 𝜖)−1∥𝐴𝑥 ∥ ≤ ∥𝑆𝐴𝑥 ∥ ≤ (1 + 𝜖)∥𝐴𝑥 ∥ ∀𝑥 ∈ R𝑑 ,

in time 𝑂 (𝛾−1 nnz(𝐴) + 𝑑𝜔 + poly(1/𝜖)𝑑2+𝛾 polylog(𝑑)) for any
0 < 𝛾 < 1.

1.3 Applications to linear regression
Our fast subspace embeddings can be used to accelerate numerous

approximation algorithms in randomized numerical linear algebra,
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including for linear regression, low-rank approximation, rank com-

putation and more. Here, we illustrate this with the application to

linear regression tasks. In the following result, we use Theorem 1.4

to provide the first single pass algorithm for a relative error least

squares approximation with optimal both time and space complex-

ity.

Theorem 1.7 (Fast least sqares). Given an 𝑛 × 𝑑 matrix 𝐴
and an 𝑛 × 1 vector 𝑏, specified with𝑂 (log𝑛𝑑)-bit numbers, consider
the task of finding 𝑥 such that:

∥𝐴𝑥 − 𝑏∥2 ≤ (1 + 𝜖)min

𝑥
∥𝐴𝑥 − 𝑏∥2 .

The following statements are true for this task:
(1) For 𝜖 = Θ(1), we can find 𝑥 with a single pass over 𝐴 and 𝑏 in

𝑂 (nnz(𝐴) + 𝑑𝜔 ) time, using 𝑂 (𝑑2 log(𝑛𝑑)) bits of space.
(2) For arbitrary 𝜖 > 0, we can compute 𝑥 in 𝑂 (𝛾−1 nnz(𝐴) +

𝑑𝜔 + 𝑑2+𝛾/𝜖) time, using 𝑂 (𝑑2 log(𝑛𝑑)) bits of space, for any
0 < 𝛾 < 1.

For part (1) of the claim, we note that the obtained space com-

plexity matches the lower bound Ω(𝑑2 log(𝑛𝑑)) of Clarkson and

Woodruff [10]. Moreover, it is clear that solving a least squares

problem with any worst-case relative error guarantee requires at

least reading the entire matrix 𝐴 and solving a 𝑑 × 𝑑 linear system,

which implies that the 𝑂 (nnz(𝐴) + 𝑑𝜔 ) time is also optimal. For

part (2) of the claim, we note that a similar time complexity for a

1 + 𝜖 (non-single-pass) least squares approximation was shown by

[8], except they had an additional 𝑂 (𝜖−1𝑑2 polylog(𝑑) log(1/𝜖)).
We avoid that extra term, thereby obtaining the correct 𝑂 (1/𝜖)
dependence on the relative error, by employing a carefully tuned

preconditioned mini-batch stochastic gradient descent with approx-

imate leverage score sampling. This approach is of independent

interest, as it is very different from that of [8], who computed

a sketch-and-solve estimate by running preconditioned gradient

descent on the sketch.

Finally, we point out that our fast low-distortion subspace em-

beddings (Theorem 1.6) can be used to construct reductions for

a wider class of constrained/regularized least squares problems,

which includes Lasso regression among others [3]. The following

result provides the first 𝑂 (𝑑/𝜖2) × 𝑑 such reduction for 𝜖 = 𝑜 (1) in
current matrix multiplication time.

Theorem 1.8 (Fast reduction for constrained/regularized

least sqares). Given 𝐴 ∈ R𝑛×𝑑 , 𝑏 ∈ R𝑛 and 𝜖 > 0, consider an
𝑛 × 𝑑 linear regression task 𝑇 (𝐴,𝑏, 𝜖) of finding 𝑥 such that:

𝑓 (𝑥) ≤ (1 + 𝜖)min

𝑥∈C
𝑓 (𝑥), where 𝑓 (𝑥) = ∥𝐴𝑥 − 𝑏∥2

2
+ 𝑔(𝑥),

for some 𝑔 : R𝑑 → R≥0 and a set C ⊆ R𝑑 . We can reduce this task
to solving an 𝑂 (𝑑/𝜖2) × 𝑑 instance 𝑇 (�̃�, ˜𝑏, 0.1𝜖) in 𝑂 (𝛾−1 nnz(𝐴) +
𝑑𝜔 + poly(1/𝜖)𝑑2+𝛾 polylog(𝑑)) time.

1.4 Overview of techniques
One of the key ingredients in our analysis involves establishing

the universality of a class of random matrices, building on the

techniques of Brailovskaya and Van Handel [4], by characterizing

when the spectrum of a sum of independent random matrices is

close to that of a Gaussian random matrix whose entries have the

same mean and covariance. We adapt these techniques to a class of

nearly-square random matrices that arise from applying an𝑚 × 𝑛
sparse random matrix 𝑆 to an 𝑛 × 𝑑 isometric embedding matrix

𝑈 , showing high probability bounds for the Hausdorff distance

between the spectrum of 𝑆𝑈 and the spectrum of a corresponding

Gaussian random matrix.

A key limitation of the results of [4] is that they require full

independence between the random matrices in a sum (which cor-

respond to sub-matrices of the matrix 𝑆), unlike, for instance, the

analysis of Nelson and Nguyen [31] which uses a moment method

that only requires 𝑂 (log(𝑑))-wise independence. We address this

with the independent diagonals construction: we propose a distribu-
tion over𝑚 × 𝑛 sparse random matrices 𝑆 where the non-zeros are

densely packed into a small number of diagonals (see Figure 1) so

that, while the diagonals are fully independent, the entries within

a single diagonal only need to be 2-wise independent. As a conse-

quence, the resulting construction requires only 𝑛/𝑚 · polylog(𝑛)
uniform random bits to generate, and we further improve that to

polylog(𝑛) by combining it with the Nelson-Nguyen embedding.

Standard sparse embedding matrices are not very effective at

producing low-distortion subspace embeddings, i.e., with 𝜖 = 𝑜 (1),
because their density (non-zeros per column) has to grow with 1/𝜖 ,
so that their complexity is no longer input sparsity time. Prior work

has dealt with this problem by using a constant distortion subspace

embedding as a preconditioner for computing the leverage score

estimates 𝑙1, ..., 𝑙𝑛 of the input matrix 𝐴 [7], and then constructing

a subspace embedding in a non-oblivious way out of a sub-sample

of 𝑚 = 𝑂 (𝑑 log𝑑/𝜖2) rows of 𝐴. This leverage score sampling

scheme is effectively equivalent to using an extremely sparse em-

bedding matrix 𝑆 which has a single non-zero entry 𝑆𝑖,𝐼𝑖 ∼ ±1/
√
𝑙𝑖

in each row, with its index 𝐼𝑖 sampled according to the leverage

score distribution (𝑙1/𝑍, ..., 𝑙𝑛/𝑍 ), where 𝑍 =
∑
𝑖 𝑙𝑖 . Unfortunately

due to the well-known coupon collector problem, such a sparse em-

bedding matrix cannot achieve the optimal embedding dimension

𝑚 = 𝑂 (𝑑/𝜖2). We circumvent this issue by making the embedding

matrix 𝑆 slightly denser, with 𝛼 poly(1/𝜖) polylog(𝑑) non-zeros per
row, where 𝛼 is the approximation factor in the leverage score dis-

tribution (i.e., leverage score sparsification, see Figure 2). Unlike the
oblivious sparse embedding, here it is the row-density (instead of

column-density) that grows with 1/𝜖 , which means that the overall

algorithm can still run in input sparsity time. We note that our

algorithms use 𝛼 = 𝑂 (𝑑𝛾 ) approximation factor for the leverage

scores, where 0 < 𝛾 < 1 is a parameter that can be chosen arbitrar-

ily. This parameter reflects a trade-off in the runtime complexity,

between the 𝑂 (𝛾−1 (nnz(𝐴) + 𝑑2)) cost of estimating the leverage

scores, and the density of the leverage score sparsified embedding.

To construct a least squares approximation with 𝜖 = 𝑜 (1) (Theo-
rem 1.7 part 2), we use our constant distortion subspace embedding

to compute a preconditioner for matrix 𝐴. That preconditioner is

then used first to approximate the leverage scores, as well as to

compute a constant factor least squares approximation, and then

to improve the convergence rate of a gradient descent-type algo-

rithm. However, unlike prior works [7, 8, 40], which either use a

full gradient or a stochastic gradient based on a single row-sample,

we observe that the computationally optimal strategy is to use a

stochastic gradient based on a mini-batch of 𝑂 (𝛼𝑑) rows, where
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𝛼 is the leverage score approximation factor. With the right se-

quence of decaying step sizes, this strategy leads to the optimal

balance between the cost of computing the gradient estimate and

the cost of preconditioning it, while retaining fast per-iteration

convergence rate, leading to the 𝑂 (𝛼𝑑2/𝜖) overall complexity of

stochastic gradient descent.

In what follows, we provide sketches for our main results about

embedding guarantees for oblivious and non-oblivious embeddings.

We direct the reader to the full version for the full proofs and

applications.

1.5 Related work
Our results follow a long line of work on matrix sketching tech-

niques, which have emerged as part of the broader area of ran-

domized linear algebra; see [19, 22, 24, 28, 30, 39] for comprehen-

sive overviews of the topic. These methods have proven pivotal in

speeding up fundamental linear algebra tasks such as least squares

regression [11, 33, 35], 𝑙𝑝 regression [6, 15, 29, 38], low-rank ap-

proximation [14, 27], linear programming [13], and more [25, 36].

Many of these results have also been studied in the streaming and

turnstile models [10].

Subspace embeddings are one of the key algorithmic tools in

many of the above randomized linear algebra algorithms. Using

sparse randommatrices for this purposewas first proposed byClark-

son and Woodruff [11], via the CountSketch which has a single

non-zero entry per column, and then further developed by several

other works [12, 29, 31] to allow multiple non-zeros per column as

well as refining the embedding guarantees. Non-uniformly sparsi-

fied embedding constructions have been studied recently, including

Leverage Score Sparsified embeddings [16–18, 20], although these

works use much denser matrices than we propose in this work, as

well as relying on somewhat different constructions. There have

also been recent efforts on achieving the optimal embedding di-

mension for subspace embeddings, including [5], who also rely

on sparse embeddings, but require additional assumptions on the

dimensions of the input matrix as well as its leverage score distri-

bution; and [7, 8], who do not rely on sparse embedding matrices,

and therefore do not address the conjecture of Nelson and Nguyen

(see Table 1 for a comparison).

2 PRELIMINARIES
Notation. The following notation and terminology will be used

in the paper. The notation [𝑛] is used for the set {1, 2, ..., 𝑛}. All
matrices considered in this work are real valued and the space of

𝑚 × 𝑛 matrices with real valued entries is denoted by 𝑀𝑚×𝑛 (R).
The operator norm of a matrix 𝑋 as ∥𝑋 ∥ and its condition number

by 𝜅 (𝑋 ). For clarity, the operator norm is also denoted by ∥𝑋 ∥𝑜𝑝
in some places where other norms appear. We shall denote the

spectrum of a matrix 𝑋 , which is the set of all eigenvalues of 𝑋 , by

spec(𝑋 ). The standard probability measure is denoted by P, and
the symbol E means taking the expectation with respect to the

probability measure. The standard 𝐿𝑝 norm of a random variable

𝜉 is denoted by ∥𝜉 ∥𝑝 , for 1 ≤ 𝑝 ≤ ∞. Throughout the paper, the
symbols 𝑐1, 𝑐2, ..., and 𝐶𝑜𝑛𝑠𝑡,𝐶𝑜𝑛𝑠𝑡

′, ... denote absolute constants.

Oblivious Subspace Embeddings. We define an oblivious subspace

embedding, i.e., an (𝜖, 𝛿, 𝑑)-OSE, following Definition 1.1, to be a

random 𝑚 × 𝑛 matrix 𝑆 such that for any 𝑛 × 𝑑 matrix 𝑈 with

orthonormal columns (i.e.,𝑈⊤𝑈 = 𝐼𝑑 ),

P
(
∀
𝑥∈R𝑑 (1 + 𝜖)

−1∥𝑥 ∥ ≤ ∥𝑆𝑈𝑥 ∥ ≤ (1 + 𝜖)∥𝑥 ∥
)
≥ 1 − 𝛿. (2.1)

For computational efficiency, we usually consider sparse OSEs.

A standard construction for a sparse OSE involves i.i.d. rademacher

entries in each position, sparsified by multiplication with indepen-

dent Bernoulli random variables. More precisely, 𝑆 has i.i.d. entries

𝑠𝑖, 𝑗 = 𝛿𝑖, 𝑗 𝜉𝑖, 𝑗 where 𝛿𝑖, 𝑗 are independent Bernoulli random vari-

ables taking value 1 with probability 𝑝𝑚,𝑛,𝑑 ∈ (0, 1] and 𝜉𝑖, 𝑗 are i.i.d.
random variables with P(𝜉𝑖, 𝑗 = 1) = P(𝜉𝑖, 𝑗 = −1) = 1/2. Note that
this results in 𝑆 having 𝑠 = 𝑝𝑚 many non zero entries per column

and 𝑝𝑛 many non zero entries per row on average. We shall call

this the oblivious subspace embedding with independent entries

distribution.

Definition 2.1 (OSE-IID-ENT). A𝑚 × 𝑛 random matrix 𝑆 is called

an oblivious subspace embedding with independent entries (OSE-

IID-ENT) if 𝑆 has i.i.d. entries 𝑠𝑖, 𝑗 = 𝛿𝑖, 𝑗 𝜉𝑖, 𝑗 where 𝛿𝑖, 𝑗 are inde-

pendent Bernoulli random variables taking value 1 with prob-

ability 𝑝𝑚,𝑛,𝑑 ∈ (0, 1] and 𝜉𝑖, 𝑗 are i.i.d. random variables with

P(𝜉𝑖, 𝑗 = 1) = P(𝜉𝑖, 𝑗 = −1) = 1/2.
Another example comes from a class of sparse sketchingmatrices

proposed by Nelson and Nguyen [31], called OSNAPs. They define

a sketching matrix 𝑆 as an oblivious sparse norm-approximating
projection (OSNAP) if it satisfies the following properties -

(1) 𝑠𝑖 𝑗 = 𝛿𝑖 𝑗𝜎𝑖 𝑗/
√
𝑠 where 𝜎 are i.i.d. ±1 random variables, and

𝛿𝑖 𝑗 is an indicator random variable for the event 𝑆𝑖 𝑗 ≠ 0.

(2) ∀𝑗 ∈ [𝑛],∑𝑚
𝑖=1 𝛿𝑖, 𝑗 = 𝑠 with probability 1, i.e. every column

has exactly 𝑠 non-zero entries.

(3) For any 𝑇 ⊂ [𝑚] × [𝑛],EΠ (𝑖, 𝑗 ) ∈𝑇 𝛿𝑖 𝑗 ≤ (𝑠/𝑚) |𝑇 | .
(4) The columns of 𝑆 are i.i.d.

One example of an OSNAP can be constructed as follows when

𝑠 divides𝑚. In this case, we divide each column of 𝑆 into 𝑠 many

blocks, with each block having
𝑚
𝑠 many rows. For each block, we

randomly and uniformly select one nonzero entry and set its value

to be ±1 with probability 1/2. Note that the blocks in each column

are i.i.d., and the columns of 𝑆 are i.i.d. We then see that 𝑆/
√
𝑠

satisfies the properties of an OSNAP. For convenience, in this work

we will refer to this as the OSNAP distribution, and we will define

it using the parameter 𝑝 = 𝑠/𝑚 instead of 𝑠 . To define such a

distribution formally, we first define the one hot distribution.

Definition 2.2 (One Hot Distribution). Let𝑀 be an 𝑎 × 𝑏 random

matrix. Let 𝛾 be a random variable taking values in [𝑎] × [𝑏] with
P(𝛾 = (𝑖, 𝑗)) = (1/𝑎𝑏). Let 𝜉 be a Rademacher random variable

(P(𝜉 = −1) = P(𝜉 = 1) = 1

2
). 𝑀 is said to have the one hot distri-

bution if𝑀 = 𝜉 ( ∑
(𝑖, 𝑗 ) ∈ [𝑎]×[𝑏 ]

1{ (𝑖, 𝑗 ) } (𝛾)𝐸𝑖, 𝑗 ) where 𝐸𝑖, 𝑗 is an 𝑎 × 𝑏

matrix with 1 in (𝑖, 𝑗)𝑡ℎ entry and 0 everywhere else.

Definition 2.3 (OSNAP-IND-COL). An𝑚 × 𝑛 random matrix 𝑆

is called an oblivious sparse norm-approximating projection with

independent subcolumns distribution (OSNAP-IND-COL) with pa-

rameter 𝑝 such that 𝑠 = 𝑝𝑚 divides𝑚, if each submatrix

𝑆 [ (𝑚/𝑠 ) (𝑖−1)+1:(𝑚/𝑠 )𝑖 ]×{ 𝑗 }
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of 𝑆 for 𝑖 ∈ [𝑠], 𝑗 ∈ [𝑛] has the one hot distribution, and all these

submatrices are jointly independent.

Below we collect the existing subspace embedding results for

OSNAP matrices, which are relevant to this work.

Lemma 2.4 (Existing sparse embedding guarantees). The fol-
lowing are some of the known guarantees for OSNAP embedding
matrices:
• [11] showed that there is an OSNAP matrix 𝑆 with

𝑚 = 𝑂 (𝜖−2𝑑2)
rows and 1 non-zero per column (i.e., CountSketch) which is
an OSE with distortion 𝜖 .
• [12] showed that there is an OSNAP matrix 𝑆 with

𝑚 = 𝑂 (𝜖−2𝑑1+𝛾 log𝑑)
rows and 𝑠 = 𝑂 (1/𝛾𝜖) non-zero entries per column which is an
OSE with distortion 𝜖 . Note that setting 𝛾 = 1/log(𝑑), we get
𝑚 = 𝑂 (𝜖−2𝑑 log𝑑) and 𝑂 (log(𝑑)/𝜖) non-zeros per column.
• [31] showed that there is an OSNAP matrix using

𝑂 (log(𝑑) log(𝑛𝑑))
uniform random bits with

𝑚 = 𝑂 (𝜖−2𝑑1+𝛾 log8 (𝑑))

and 𝑂 (1/𝛾3𝜖) non-zero entries per column.

Non-oblivious subspace embeddings. Following Definition 1.1, we

say that an𝑚 × 𝑛 random matrix 𝑆 is a (non-oblivious) subspace

embedding for a given 𝑛 × 𝑑 matrix 𝑈 with orthonormal columns

if it satisfies (2.1) for that matrix 𝑈 . In this case, to obtain subspace

embedding guarantees with even sparser random matrices, we can

use the information about the subspace in the form of its leverage

scores. For 𝑖 = 1, ..., 𝑛, the 𝑖th leverage score of a 𝑑-dimensional

subspace ofR𝑛 is the squared norm of the 𝑖th row of its orthonormal

basis matrix 𝑈 , i.e., ∥𝑒⊤
𝑖
𝑈 ∥2

2
(this definition is in fact independent

of the choice of basis).

We note that in most applications (e.g., Theorem 1.6), subspace

embedding matrices are typically used to transform an arbitrary

𝑛 × 𝑑 matrix 𝐴 (not necessarily with orthonormal columns), con-

structing a smaller𝑚 × 𝑑 matrix 𝑆𝐴. In this case, we seek an em-

bedding for the subspace of vectors {𝑧 : 𝑧 = 𝐴𝑥 for 𝑥 ∈ R𝑑 }. Here,
the corresponding𝑈 matrix has columns that form an orthonormal

basis for the column-span of 𝐴. Thus, in practice we do not have

access to matrix 𝑈 or its leverage scores. Instead, we may compute

leverage score approximations [21].

Definition 2.5 (Approximate Leverage Scores). For 𝛽1 ≥ 1, 𝛽2 ≥ 1,

a tuple (𝑙1, . . . , 𝑙𝑛) of numbers are (𝛽1, 𝛽2)-approximate leverage

scores for𝑈 if, for 1 ≤ 𝑖 ≤ 𝑛,

∥𝑒𝑇
𝑖
𝑈 ∥2

𝛽1
≤ 𝑙𝑖 and

𝑛∑︁
𝑖=1

𝑙𝑖 ≤ 𝛽2 (
𝑛∑︁
𝑖=1

∥𝑒𝑇𝑖 𝑈 ∥
2) = 𝛽2𝑑.

And in this case, we also say that they are 𝛼-approximations of

squared row norms of𝑈 with 𝛼 = 𝛽1𝛽2.

Uniformizing leverage scores by preconditioning. Another way of

utilizing information about the leverage scores to get embedding

guarantees with sparser matrices is to precondition the matrix

𝑈 using the randomized Hadamard transform to uniformize the

row norms, resulting in (𝑑/𝑛,𝑑/𝑛, . . . 𝑑/𝑛) becoming approximate

leverage scores for the preconditioned matrix. To this end, we first

define the Walsh-Hadamard matrix.

Definition 2.6. The Walsh-Hadamard matrix 𝐻
2
𝑘 of dimension

2
𝑘 × 2𝑘 for 𝑘 ∈ N∪ {0} is the matrix obtained using the recurrence

relation

𝐻0 = [1], 𝐻2𝑛 =

[
𝐻𝑛 𝐻𝑛

𝐻𝑛 −𝐻𝑛

]
.

In what follows, we drop the subscript of 𝐻
2
𝑘 when the dimen-

sion is clear.

Definition 2.7. The randomized Hadamard transform (RHT) of an

𝑛 × 𝑑 matrix𝑈 is the product
1√
𝑛
𝐻𝐷𝑈 , where 𝐷 is a random 𝑛 × 𝑛

diagonal matrix whose entries are independent random signs, i.e.,

random variables uniformly distributed on {±1}. Here, by padding

𝑈 with zero rows if necessary, we may assume that 𝑛 is a power of

2.

The key property of the randomized Hadamard transform that

we use is that it uniformizes the row norms of𝑈 with high proba-

bility. More precisely, we have,

Lemma 2.8 (Lemma 3.3, [37]). Let 𝑈 be an 𝑛 × 𝑑 matrix with
orthonormal columns. Then, 1√

𝑛
𝐻𝐷𝑈 is an 𝑛 × 𝑑 matrix with or-

thonormal columns, and, for 𝛿 > 0

P

(
max

𝑗=1,...,𝑛
∥𝑒𝑇𝑗 (

1

√
𝑛
𝐻𝐷𝑈 )∥ ≥

√︂
𝑑

𝑛
+

√︂
8 log(𝑛/𝛿)

𝑛

)
≤ 𝛿

Universality. In this paragraph, we describe the random matrix

universality result of [4], which is central to our analysis of sparse

subspace embedding matrices. The object of study here is a random

matrix model given by

𝑋 := 𝑍0 +
𝑛∑︁
𝑖=1

𝑍𝑖 (2.2)

where 𝑍0 is a symmetric deterministic 𝑑 × 𝑑 matrix and 𝑍1, . . . , 𝑍𝑛
are symmetric independent random matrices with E[𝑍𝑖 ] = 0. We

shall compare the spectrum of 𝑋 to the spectrum of a gaussian

model 𝐺 that has the same mean and covariance structure as 𝑋 .

More precisely, denoting by Cov(𝑋 ) the 𝑑2 × 𝑑2 covariance matrix

of the entries of 𝑋 ,

Cov(𝑋 )𝑖, 𝑗,𝑘,𝑙 := E[(𝑋 − E𝑋 )𝑖 𝑗 (𝑋 − E𝑋 )𝑘𝑙 ]

𝐺 is the 𝑑 × 𝑑 symmetric random matrix such that:

(1) {𝐺𝑖 𝑗 : 𝑖, 𝑗 ∈ [𝑑]} are jointly Gaussian

(2) E[𝐺] = E[𝑋 ] and Cov(𝐺) = Cov(𝑋 ).
The above two properties uniquely define the distribution of𝐺 . We

next define the notion of Hausdorff distance, which will be used in

the universality result below.
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Definition 2.9 (Hausdorff Distance). Let 𝐴, 𝐵 ⊂ R𝑛 . Then the

Hausdorff distance between 𝐴 and 𝐵 is given by,

𝑑𝐻 (𝐴, 𝐵) = inf{𝜀 ≥ 0;𝐴 ⊆ 𝐵𝜀 and 𝐵 ⊆ 𝐴𝜀 }
where 𝐴𝜀 (resp. 𝐵𝜀 ) denotes the 𝜀-neighbourhood of 𝐴.

Lemma 2.10 (Theorem 2.4 [4]). Given the random matrix model
(2.2), define the following:

𝜎 (𝑋 ) = ∥E[(𝑋 − E𝑋 )2] ∥
1

2

𝑜𝑝

𝜎∗ (𝑋 ) = sup

∥𝑣 ∥=∥𝑤 ∥=1
E[|⟨𝑣, (𝑋 − E𝑋 )𝑤⟩|2]

1

2

and 𝑅(𝑋 ) = ∥ max

1≤𝑖≤𝑛
∥𝑍𝑖 ∥𝑜𝑝 ∥∞ .

There is a universal constant 𝐶 > 0 such that for any 𝑡 ≥ 0,

P
(
𝑑𝐻

(
spec(𝑋 ), spec(𝐺)

)
> 𝐶𝜖 (𝑡)

)
≤ 𝑑𝑒−𝑡 ,

where 𝜖 (𝑡) = 𝜎∗ (𝑋 )𝑡
1

2 + 𝑅(𝑋 )
1

3 𝜎 (𝑋 )
2

3 𝑡
2

3 + 𝑅(𝑋 )𝑡 .
This result can be viewed as a sharper version of the Matrix

Bernstein inequality [37] for the concentration of sums of random

matrices. To see this, note that for the random matrix model (2.2),

Matrix Bernstein implies that:

E∥𝑋 ∥ ≲ 𝜎 (𝑋 )
√︁
log𝑑 + 𝑅(𝑋 ) log𝑑,

which can be recovered by Lemma 2.10 (see Example 2.12 in [4]).

However, Lemma 2.10 together with Theorem 1.2 in [2] implies

that:

E(∥𝑋 ∥) ≤𝐶 (𝜎 (𝑋 ) + 𝑣 (𝑋 )1/2𝜎 (𝑋 )1/2 (log𝑑)3/4

+ 𝑅(𝑋 )
1

3 𝜎 (𝑋 )
2

3 (log𝑑)2/3 + 𝑅(𝑋 ) log𝑑)
where 𝑣 (𝑋 ) = ∥Cov(𝑋 )∥ is the norm of the covariance matrix

of the 𝑑2 scalar entries. This result can be sharper than the Ma-

trix Bernstein inequality because when 𝑣 (𝑋 ) and 𝑅(𝑋 ) are small

enough, then we will have E∥𝑋 ∥ ≲ 𝜎 (𝑋 ), which improves the

Matrix Bernstein inequality by removing the

√︁
log𝑑 factor.

Spectrum of Gaussian Matrices. To leverage the universality prop-
erties of the random matrix model, we shall rely on the following

result about the singular values of Gaussian matrices, which in

particular can be used to recover the optimal subspace embedding

guarantee for Gaussian sketches.

Lemma 2.11 ((2.3), [34]). Let 𝐺 be an𝑚 × 𝑛 matrix whose entries
are independent standard normal variables. Then,

P(
√
𝑚 −
√
𝑛 − 𝑡 ≤ 𝑠min (𝐺) ≤ 𝑠max (𝐺) ≤

√
𝑚 +
√
𝑛 + 𝑡)

≥1 − 2𝑒−𝑡
2/2

3 ANALYSIS OF OBLIVIOUS SPARSE
EMBEDDINGS

In this section, we state and provide a sketch of the proof of our

main OSE result, Theorem 3.3 (given as Theorem 1.2 in Section 1).

Before we get to the proof, however, we propose a new model for

sparse OSEs that is designed to exploit the strength of our proof in

dealing with the number of independent random bits required.

To illustrate the issue, consider that in the OSE-IID-ENT model

(Definiton 2.1), we need𝑚𝑛 many random bits to determine the

nonzero entries of the matrix 𝑆 , even though the matrix will have

far fewer non-zero entries. Naturally, there are many known strate-

gies for improving this, including OSNAP-IND-COL (Definition 2.3)

and even more elaborate hashing constructions based on polyno-

mials over finite fields [31], which allow reducing the random bit

complexity to polylogarithmic in the dimensions. However, these

constructions do not provide sufficient independence needed in

the random matrix model (2.2) to apply the universality result of

Brailovskaya and Van Handel (Lemma 2.10). We address this with

the independent diagonals distribution family, defined shortly.

In order to use universality for establishing a subspace embed-

ding guarantee, we must analyze a symmetrized version of the

matrix 𝑆𝑈 , for an 𝑛 × 𝑑 orthogonal matrix 𝑈 , with 𝑆 being a sum

of sparse independent random matrices, say 𝑌𝑖 ’s. Naturally, to com-

pare the spectra of 𝑆𝑈 and an appropriate Gaussian model, the

matrix 𝑆 cannot be too sparse. However, since the individual en-

tries of each 𝑌𝑖 need not be independent, we can reduce the number

of independent summands in 𝑆 by making each individual sum-

mand 𝑌𝑖 denser. At the same time, we need to control ∥𝑌𝑖𝑈 ∥, just
as we would when using the standard matrix Bernstein inequality.

Both these goals can be achieved by placing non-zero entries

along a diagonal of 𝑌𝑖 . Placing ±1 entries along a diagonal of a

matrix keeps its norm bounded by 1 whereas other arrangements

(say, along a row or column) do not. Moreover, these ±1 entries

along the diagonal need not be independent, they can simply be

uncorrelated. As a result, an instance of 𝑌𝑖 can be generated with

just 𝑂 (1) random bits.

3.1 Independent Diagonals Construction
With this motivation, we define the independent diagonals distri-

bution formally (Figure 1 illustrates this construction).

Definition 3.1 (OSE-IND-DIAG). An𝑚 × 𝑛 random matrix 𝑆 is

called an oblivious subspace embedding with independent diago-

nals (OSE-IND-DIAG) with parameter 𝑝 if it is constructed in the

following way. Assume that 𝑛𝑝 is an integer. Let𝑊 = (𝑤1, . . . ,𝑤𝑚)
be a random vector whose components are ±1 valued and uncorre-

lated, i.e. E[𝑤𝑖 ] = 0,E[𝑤2

𝑖
] = 1,E[𝑤𝑖𝑤 𝑗 ] = 0. We define 𝛾 to be a

random variable uniformly distributed in [𝑛]. Let 𝛾1, ..., 𝛾𝑛𝑝 be i.i.d.

copies of 𝛾 . Let𝑊1, ...,𝑊𝑛𝑝 be i.i.d. copies of𝑊 . Let 𝐹 𝑗 (𝑥) be a func-
tion that transforms a𝑚 dimensional vector 𝑥 to the𝑚 × 𝑛 matrix

putting 𝑥 on the 𝑗 th diagonal, i.e. positions (1, 𝑗) through (𝑚, 𝑗 +𝑚
mod 𝑛) with all other entries zero (See Fig 1 for an illustration). Let

𝑆 =
∑

𝑙∈[𝑛𝑝 ]
𝐹𝛾𝑙 (𝑊𝑙 ).

Universality results show that the properties of a general random

matrix are similar to the properties of a gaussian random matrix

with the same covariance profile. Therefore, to analyze the OSE

models, we need to first calculate the covariances between entries.

Lemma 3.2 (Variance and uncorrelatedness). Let 𝑝 = 𝑝𝑚,𝑛 ∈
(0, 1] and 𝑆 = {𝑠𝑖 𝑗 }𝑖∈[𝑚], 𝑗∈[𝑛] be a𝑚×𝑛 random matrix distributed
according to the OSE-IID-ENT, OSNAP-IND-COL, or OSE-IND-DIAG
distributions. Then, E(𝑠𝑖 𝑗 ) = 0 and Var(𝑠𝑖 𝑗 ) = 𝑝 for all 𝑖 ∈ [𝑚], 𝑗 ∈
[𝑛], and Cov(𝑠𝑖1 𝑗1 , 𝑠𝑖2 𝑗2 ) = 0 for any {𝑖1, 𝑖2} ⊂ [𝑚], { 𝑗1, 𝑗2} ⊂ [𝑛]
and (𝑖1, 𝑗1) ≠ (𝑖2, 𝑗2)

Proof. (see the full version) □
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Figure 1: Left: Structure of the random matrix 𝐹𝛾𝑙 (𝑊𝑙 ). Right:
Illustration of an embeddingmatrix 𝑆 with independent diag-
onals with parameters 𝑑 = 8,𝑚 = 10, and 𝑛 = 30, showing how
the nonzero entries of 𝑆 occur along diagonals. The number
of diagonals is controlled by the parameter 𝑝.

3.2 Proof of Theorem 1.2
We now state the main theorem of this section, which is the detailed

version of Theorem 1.2.

Theorem 3.3 (Analysis of OSE by Universality). Let 𝑆 be an
𝑚 ×𝑛 matrix distributed according to the OSE-IID-ENT, OSNAP-IND-
COL, or OSE-IND-DIAG distributions with parameter 𝑝 . Let 𝑈 be an
arbitrary 𝑛 × 𝑑 deterministic matrix such that𝑈𝑇𝑈 = 𝐼 . Then, there
exist constants 𝑐3.3.1 and 𝑐3.3.2 such that for any 𝜀, 𝛿 > 0, we have

P
(
1 − 𝜀 ≤ 𝑠min ((1/

√
𝑝𝑚)𝑆𝑈 ) ≤ 𝑠max ((1/

√
𝑝𝑚)𝑆𝑈 ) ≤ 1 + 𝜀

)
≥1 − 𝛿

when𝑚 ≥ 𝑐3.3.1max(𝑑, log(4/𝛿))/𝜀2 and𝑝𝑚 > 𝑐3.3.2 (log(𝑑/𝛿))4/𝜀6.
Alternatively, given a fixed 𝜃 < 3, there exist constants 𝑐3.3.3, 𝑐3.3.4

and 𝑐3.3.5 such that for𝑚 ≥ max{(1 + 𝜃 )𝑑, 𝑐3.3.3 log(4/𝛿))/𝜃2} and
𝑝𝑚 > 𝑐3.3.4 (log(𝑑/𝛿))4/𝜃6,

P

(
𝜅 ( 1

√
𝑝𝑚

𝑆𝑈 ) ≤ 𝑐3.3.5

𝜃

)
≥ 1 − 𝛿

The proof of Theorem 3.3 follows by applying the universality

result 2.10 to an augmented and symmetrized version of 𝑆𝑈 . More

precisely, following [2, p.443], for a𝑚 × 𝑑 matrix 𝑌 , we define the

augmented and symmetrized version of 𝑌 as

augsym(𝑌, 𝜆) =


0𝑑×𝑑 0𝑑×𝑚 𝑌𝑇 aug(𝑌, 𝜆)1/2
0𝑚×𝑑 0𝑚×𝑚 0𝑚×𝑚 0𝑚×𝑑
𝑌 0𝑚×𝑚 0𝑚×𝑚 0𝑚×𝑑

aug(𝑌, 𝜆)1/2 0𝑑×𝑚 0𝑑×𝑚 0𝑑×𝑑


where

aug(𝑌, 𝜆) = (∥E𝑌𝑇𝑌 ∥ + 4𝜆2) · Id−E𝑌𝑇𝑌

Then we set 𝑋𝜆 = augsym(𝑌, 𝜆).
There are two reasons for using the matrix augsym(𝑆𝑈 , 𝜆). First,

using Lemma 3.2 requires symmetric matrices, so we need to sym-

metrize the matrix 𝑆𝑈 . Second, after symmetrization, we obtain the

matrix [
(𝑆𝑈 )𝑇

𝑆𝑈

]
and the spectrum of this matrix the the union of spec(𝑆𝑈 ) and {0}.
By universality results, we can only claim that spec(𝑆𝑈 ) ∪ {0} is
close to spec(√𝑝𝐺) ∪{0}, which does not directly imply the desired

result that 𝑠min (𝑆𝑈 ) is close to 𝑠min (
√
𝑝𝐺). Therefore, we need to

introduce look at the perturbed matrix aug(𝑆𝑈 , 𝜆) to show that

𝑠min (𝑆𝑈 ) is not close to zero.

To use Lemma 2.10 we need to find out the corresponding guas-

sian model and bound the parameters 𝜎 (𝑋𝜆), 𝜎∗ (𝑋𝜆) and 𝑅(𝑋𝜆)
defined in Lemma 2.10.

By Lemma 3.2, we know that, in all of OSE-IID-ENT, OSNAP-

IND-COL, and OSE-IND-DIAG distributions, each entry of 𝑆𝑈

has variance 𝑝 and different entries have zero covariances. There-

fore, we know that the corresponding gaussian model for 𝑋𝜆 is

augsym(√𝑝𝐺, 𝜆).
By the covariance structure of 𝑆𝑈 , we haveE[𝑈𝑇 𝑆𝑇 𝑆𝑈 ] = 𝑝𝑚·Id,

and therefore

aug(𝑆𝑈 , 𝜆) =(∥E(𝑆𝑈 )𝑇 (𝑆𝑈 )∥ + 4𝜆2) · Id−E(𝑆𝑈 )𝑇 (𝑆𝑈 )
=(𝑝𝑚 + 4𝜆2) · Id−𝑝𝑚 · Id
=4𝜆2 · Id

Similarly, we also have aug(√𝑝𝐺, 𝜆) = 4𝜆2 · Id.
We observe that 𝜎 (𝑋𝜆) and 𝜎∗ (𝑋𝜆) do not depend on the decom-

position of 𝑋𝜆 as a sum of independent random matrices and can

be calculated explicitly using the covariance structure of 𝑋𝜆 . Using

this idea, we derive the following lemma that bounds 𝜎 (𝑋𝜆) and
𝜎∗ (𝑋𝜆).

Lemma 3.4 (Covariance Parameters). Let 𝑆 = {𝑠𝑖 𝑗 }𝑖∈[𝑚], 𝑗∈[𝑛]
be a𝑚×𝑛 randommatrix such thatE(𝑠𝑖 𝑗 ) = 0 andVar(𝑠𝑖 𝑗 ) = 𝑝 for all
𝑖 ∈ [𝑚], 𝑗 ∈ [𝑛], and Cov(𝑠𝑖 𝑗 , 𝑠𝑘𝑙 ) = 0 for any {𝑖, 𝑘} ⊂ [𝑚], { 𝑗, 𝑙} ⊂
[𝑛] and (𝑖, 𝑗) ≠ (𝑘, 𝑙). Let 𝜎∗ : 𝐿∞ (R) ⊗ 𝑀

2(𝑚+𝑑 ) (R) → R and
𝜎 : 𝐿∞ (R) ⊗ 𝑀

2(𝑚+𝑑 ) (R) → R be the functions defined in Lemma
2.10. Then for any 𝜆 > 0, we have

𝜎∗ (augsym(𝑆𝑈 , 𝜆)) ≤ 2

√
𝑝 and 𝜎 (augsym(𝑆𝑈 , 𝜆)) ≤ √𝑝𝑚

Proof. (see the full version)

□

Proof of Theorem 3.3 (Sketch). Using Lemma 3.4 and Lemma

3.2, we have

𝜎∗ (augsym(𝑆𝑈 , 𝜆)) ≤ 2

√
𝑝 and 𝜎 (augsym(𝑆𝑈 , 𝜆)) ≤ √𝑝𝑚

for all the three distributions.

𝑅(𝑋𝜆) depends on the decomposition of 𝑋𝜆 as a sum of inde-

pendent random matrices, so we write the matrix 𝑆𝑈 as a sum of

independent random matrices in each of the three distributions as

follows.

For the OSE-IID-ENT distribution, we observe that

𝑆𝑈 =
∑︁
𝑖, 𝑗

𝑠𝑖, 𝑗 (𝑒𝑖𝑒 𝑗𝑇 )𝑈 =
∑︁
𝑖, 𝑗

𝑠𝑖, 𝑗 (𝑒𝑖𝑢 𝑗𝑇 )

where 𝑢 𝑗 is the 𝑗th row vector of the matrix𝑈 .

For the OSE-IND-DIAG distribution, we have 𝑆𝑈 =
∑𝑝𝑛

𝑙=1
𝑌𝑙𝑈 ,

where 𝑌𝑙 = 𝐹𝛾𝑙 (𝑊𝑙 ) as in Definition 3.1.

For the OSNAP-IND-COL distribution, the sum is similar to the

OSE-IND-DIAG case. More precisely, for 𝑘 ∈ [𝑠], 𝑙 ∈ [𝑛], we define
𝑌𝑘,𝑙 to be the𝑚 × 𝑛 matrix such that

(𝑌𝑘,𝑙 )𝑖, 𝑗 = 1[ (𝑚/𝑠 ) (𝑖−1)+1:(𝑚/𝑠 )𝑖 ]×{ 𝑗 } ((𝑖, 𝑗))𝑆𝑖, 𝑗
In conclusion, we have 𝑅(augsym(𝑆𝑈 , 𝜆)) ≤ 1 for all the three

distributions. (See the full version for details.)
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Using lemma 2.10 with 𝑡 = log(2𝑑/𝛿), we have
P(𝑑𝐻 (spec(augsym(𝑆𝑈 )), spec(augsym(

√
𝑝𝐺)))

> 𝑐1𝜁 (log(2𝑑/𝛿))) ≤ 𝛿/2
where

𝜁 (𝑡) = 𝜎∗ (𝑋𝜆)𝑡
1

2 + 𝑅(𝑋𝜆)
1

3 𝜎 (𝑋𝜆)
2

3 𝑡
2

3 + 𝑅(𝑋𝜆)𝑡
for some constant 𝑐1. Without loss of generality, assume 𝑐1 > 1.

Using lemma 2.11, we have

P

(
√
𝑝𝑚 −

√︁
𝑝𝑑 −

√︁
2𝑝 log(4/𝛿) ≤ 𝑠min (

√
𝑝𝐺)

≤ 𝑠max (
√
𝑝𝐺)√𝑝𝑚 +

√︁
𝑝𝑑 +

√︁
2𝑝 log(4/𝛿)

)
≥ 1 − 𝛿/2

Let E be the event

E ={√𝑝𝑚 −
√︁
𝑝𝑑 −

√︁
2𝑝 log(4/𝛿)

≤ 𝑠min (
√
𝑝𝐺) ≤ 𝑠max ≤ (

√
𝑝𝐺)√𝑝𝑚 +

√︁
𝑝𝑑 +

√︁
2𝑝 log(4/𝛿)

}
∩ {𝑑𝐻 (spec(augsym(𝑆𝑈 , 𝜆)), spec(augsym(√𝑝𝐺, 𝜆)))
≤ 𝑐1𝜁 (log(2𝑑/𝛿))}

Then, we have P(E) ≥ 1 − 𝛿 by the union bound. Assume

that the event E happens, then E implies that the spectrum of

augsym(𝑆𝑈 , 𝜆) and augsym(√𝑝𝐺, 𝜆) are close in the Hausdorff dis-

tance and also implies bounds on the extreme singular values of√
𝑝𝐺 .

Using the relationship between singular values of 𝑆𝑈 (resp.

√
𝑝𝐺)

and augsym(𝑆𝑈 , 𝜆) (resp. augsym(√𝑝𝐺, 𝜆)) (see full version for

details), we have,

√
𝑝𝑚 −

√︁
𝑝𝑑 −

√︁
2𝑝 log(4/𝛿) − 5𝜆 ≤ 𝑠min (𝑆𝑈 )

≤ 𝑠max (𝑆𝑈 ) ≤
√
𝑝𝑚 +

√︁
𝑝𝑑 +

√︁
2𝑝 log(4/𝛿) + 5𝜆

Therefore, we derive that

P

(
√
𝑝𝑚 −

√︁
𝑝𝑑 −

√︁
2𝑝 log(4/𝛿) − 5𝜆 ≤ 𝑠min (𝑆𝑈 )

≤ 𝑠max (𝑆𝑈 ) ≤
√
𝑝𝑚 +

√︁
𝑝𝑑 +

√︁
2𝑝 log(4/𝛿) + 5𝜆

)
≥1 − 𝛿

Now, we choose 𝜆 = 1

10
𝜀
√
𝑝𝑚. This is possible when

1

10
𝜖
√
𝑝𝑚 ≥

𝑐1𝜁 (log(2𝑑/𝛿)), and we will simplify this condition later.

Assuming that we can choose 𝜆 = 1

10
𝜀
√
𝑝𝑚 and

𝑚 > max{ 16𝑑
𝜀2

,
32 log(4/𝛿)

𝜀2
}

we have

√
2𝑝 log(4/𝛿 )√

𝑝𝑚
< 𝜀

4
and

√︃
𝑑
𝑚 < 𝜀

4
, and therefore we have

P

(
1 − 𝜀

4

− 𝜀

4

− 𝜀

2

≤ 𝑠min ((1/
√
𝑝𝑚)𝑆𝑈 )

≤ 𝑠max ((1/
√
𝑝𝑚)𝑆𝑈 ) ≤ 1 + 𝜀

4

+ 𝜀

4

+ 𝜀

2

)
≥ 1 − 𝛿

which is exactly what we want.

Then it suffices to translate the condition

1

10

𝜖
√
𝑝𝑚 ≥ 𝑐1𝜁 (log(2𝑑/𝛿))

Figure 2: LESS-IND-ENT with decreasing leverage scores.
Since the probability of an entry being non-zero is propor-
tional to the corresponding leverage score, we see that the
matrix becomes sparser as we move in the direction of de-
creasing leverage scores. Since the scaling of entries is in-
versely proportional to the square root of the corresponding
leverage score, the magnitude of the non-zero entries be-
comes larger as we move to the right.

into the requirements for 𝑝 ,𝑚, and 𝑑 . To this end, we first calculate

that

𝜁 (𝑡) = 2

√
𝑝𝑡1/2 + (√𝑝𝑚)2/3𝑡2/3 + 𝑡

by the earlier bounds for 𝜎 (𝑋 ), 𝜎∗ (𝑋 ) and 𝑅(𝑋 ).
We claim that it is enough to require that,

(√𝑝𝑚)2/3 (log(2𝑑/𝛿))2/3 ≤ 𝜀

80𝑐1

√
𝑝𝑚

Equivalently, we just need

(80𝑐1)6 (log(2𝑑/𝛿))4

𝜀6
≤ 𝑝𝑚

In fact, if 𝑝𝑚 ≥ 𝑐2
(log(2𝑑/𝛿 ) )4

𝜀6
where 𝑐2 = (80𝑐1)6, we will

also have log(2𝑑/𝛿) ≤ 𝜀
80𝑐1

√
𝑝𝑚 and 2(log(2𝑑/𝛿))1/2 ≤ 𝜀

40𝑐1

√
𝑝𝑚,

which gives us 𝑐1𝜁 (log(2𝑑/𝛿)) ≤ 𝜀
10

√
𝑝𝑚, and therefore we have

proved the first part of the theorem.

The proof the second part follows from similar calculation (see

the full version). □

4 ANALYSIS OF NON-OBLIVIOUS SPARSE
EMBEDDINGS

In the non-oblivious setting, we are looking to embed a specific

𝑑-dimensional subspace of R𝑛 represented by a matrix 𝑈 , and we

assume that we have access to (𝛽1, 𝛽2)-approximate leverage scores

of𝑈 as defined in Section 2. Given access to this information, we

can modify the oblivious models of 𝑆 to give more weight to certain

coordinates of the ambient space. We refer to this approach as

Leverage Score Sparsitication (LESS).

4.1 Leverage Score Sparsification
We propose two variants of a LESS embedding. First, we consider

an extension of the OSE-IND-ENTmodel (with i.i.d. entries) studied

1114



STOC ’24, June 24–28, 2024, Vancouver, BC, Canada Shabarish Chenakkod, Michał Dereziński, Xiaoyu Dong, and Mark Rudelson

in Section 3, with the Bernoulli sparsifier for each entry of 𝑆 being

non-zero with a probability proportional to the leverage score of

the corresponding component. However, we still want the variance

of each entry of 𝑆 to be 𝑝 , so the entries are appropriately scaled

copies of ±1 (See Figure 2).

Definition 4.1 (LESS-IND-ENT). An𝑚 × 𝑛 random matrix 𝑆 is

called a leverage score sparsified embedding with independent

entries (LESS-IND-ENT) corresponding to (𝛽1, 𝛽2)-approximate

leverage scores (𝑙1, ..., 𝑙𝑛) with parameter 𝑝 , if 𝑆 has entries 𝑠𝑖, 𝑗 =
1√
𝛽1𝑙 𝑗

𝛿𝑖, 𝑗 𝜉𝑖, 𝑗 where 𝛿𝑖, 𝑗 are independent Bernoulli random variables

taking value 1 with probability 𝑝𝑖 𝑗 = 𝛽1𝑙 𝑗𝑝 and 𝜉𝑖, 𝑗 are i.i.d. random

variables with P(𝜉𝑖, 𝑗 = 1) = P(𝜉𝑖, 𝑗 = −1) = 1/2.

In the next variant of a LESS embedding, we are able to reduce the

computational and random bit complexity for generating sparsity

by only generating as many non-zero entries as required. Here, the

𝑖th row of 𝑆 is the sum of 𝑛𝑝 many i.i.d. random matrices 𝑍𝑖 𝑗 where

each 𝑍𝑖 𝑗 is determined by choosing one entry from the 𝑛 possible

entries of the 𝑖th row and setting the remaining entries to 0. Here,

instead of choosing the positions uniformly at random, we choose

them proportionally to the corresponding leverage score.

Definition 4.2 (LESS-IND-ROWS). Assume that (𝛽1𝑝
∑
𝑙𝑖 ) is an

integer. An𝑚 × 𝑛 random matrix 𝑆 is called a leverage score spar-

sified embedding with independent rows (LESS-IND-ROWS) cor-

responding to (𝛽1, 𝛽2)-approximate leverage scores (𝑙1, ..., 𝑙𝑛) with
parameter 𝑝 , if the 𝑖th row of 𝑆 is a sum of (𝛽1𝑝

∑
𝑙 𝑗 ) i.i.d. copies

𝑍𝑖1, 𝑍𝑖2, ..., of a random variable 𝑍𝑖 , i.e.,

𝑆 =

𝑚∑︁
𝑖=1

(𝛽1𝑝
∑
𝑙𝑖 )∑︁

𝑘=1

𝑍𝑖𝑘 ,

where 𝑍𝑖 is defined as follows. Let 𝛾 be a random variable taking

values in [𝑛] with P(𝛾 = 𝑗) = 𝑙 𝑗/(
𝑛∑

𝑘=1

𝑙𝑘 ). Let 𝜉 be a Rademacher

random variable, P(𝜉 = −1) = P(𝜉 = 1) = 1

2
. Then,

𝑍𝑖 = 𝜉
∑︁
𝑗∈[𝑛]

1{ 𝑗 } (𝛾)
1√︁
𝛽1𝑙 𝑗

𝐸𝑖, 𝑗

where 𝐸𝑖, 𝑗 is an 𝑚 × 𝑛 matrix with 1 in the (𝑖, 𝑗)𝑡ℎ entry and 0

everywhere else.

4.2 Proof of Theorem 1.3
These modifications allow us to prove subspace embedding guaran-

tees for sparser matrices than in the oblivious case, thereby showing

Theorem 1.3. In particular, we show that with LESS it suffices to use

𝑂 (log4 (𝑑/𝛿)) nonzero entries per row of 𝑆 , instead of per column

of 𝑆 , which is much sparser since 𝑆 is a wide matrix.

Theorem 4.3. Let 𝑈 be an arbitrary 𝑛 × 𝑑 deterministic ma-
trix such that 𝑈𝑇𝑈 = 𝐼 with (𝛽1, 𝛽2)-approximate leverage scores
(𝑙1, ..., 𝑙𝑛). There exist constants 𝑐4.3.1, 𝑐4.3.2, 𝑐4.3.3, such that for any
0 < 𝜀 < 1, 0 < 𝛿 < 1, and any LESS-IND-ENT or LESS-IND-
ROWS random matrix 𝑆 corresponding to (𝑙1, ..., 𝑙𝑛) with embed-
ding dimension𝑚 ≥ 𝑐4.3.1max(𝑑, log(4/𝛿))/𝜀2 and parameter 𝑝 ≥

𝑐4.3.2 (log(𝑑/𝛿))4/(𝑚𝜀6), we have
P

(
1 − 𝜀 ≤ 𝑠min ((1/

√
𝑝𝑚)𝑆𝑈 ) ≤ 𝑠max ((1/

√
𝑝𝑚)𝑆𝑈 ) ≤ 1 + 𝜀

)
≥1 − 𝛿,

and if we choose𝑚 = 𝑐4.3.1max(𝑑, log(4/𝛿))/𝜀2 and
𝑝 = 𝑐4.3.2 (log(𝑑/𝛿))4/(𝑚𝜀6),

then we have the following high probability bound for the maximum
number of nonzero entries per row

P

(
max

𝑖∈[𝑚]
(card({ 𝑗 ∈ [𝑛] : 𝑠𝑖 𝑗 ≠ 0})) ≤ 𝑐4.3.3𝛽1𝛽2 (log(𝑑/𝛿))4/𝜀4

)
≥1 − 𝛿
Alternatively, given a fixed 𝜃 < 3, there exist constants 𝑐4.3.4, 𝑐4.3.5,
𝑐4.3.6 and 𝑐4.3.7 such that for𝑚 ≥ max{(1+𝜃 )𝑑, 𝑐4.3.4 log(4/𝛿))/𝜃2}
and 𝑝 > 𝑐4.3.5 (log(𝑑/𝛿))4/(𝑚𝜃6),

P

(
𝜅 ( 1

√
𝑝𝑚

𝑆𝑈 ) ≤ 𝑐4.3.6

𝜃

)
≥1 − 𝛿

and if we choose 𝑚 = max{(1 + 𝜃 )𝑑, 𝑐4.3.4 log(4/𝛿))/𝜃2} and 𝑝 =

𝑐4.3.5 (log(𝑑/𝛿))4/(𝑚𝜃6), then we have the following high probability
bound for the maximum number of nonzero entries per row

P

(
max

𝑖∈[𝑚]
(card({ 𝑗 ∈ [𝑛] : 𝑠𝑖 𝑗 ≠ 0})) ≤ 𝑐4.3.7𝛽1𝛽2 (log(𝑑/𝛿))4/𝜃6

)
≥1 − 𝛿

Proof of Theorem 4.3 (sketch). Similarly to Lemma 3.4, we

can conclude that 𝜎∗ (𝑋 ) ≤ 2

√
𝑝 and 𝜎 (augsym(𝑆𝑈 )) ≤ √𝑝𝑚.

For the IND-ENT case, since |𝑠𝑖, 𝑗 | is bounded by
1√
𝛽1𝑙 𝑗

, we have

𝑅(augsym(𝑆𝑈 ))

≤max

𝑖, 𝑗

1√︁
𝛽1𝑙 𝑗




0 0 (𝑒𝑖𝑢 𝑗𝑇 )
𝑇

0

0 0 0 0

(𝑒𝑖𝑢 𝑗𝑇 ) 0 0 0

0 0 0 0



𝑜𝑝

≤1
And for the IND-POS case, we have

𝑍𝑘𝑈 =
∑︁

𝑖∈[𝑚], 𝑗∈[𝑛]
(𝑍𝑘 )𝑖, 𝑗 (𝑒𝑖𝑢 𝑗𝑇 )

Since this sum has only one nonzero term, we have

∥𝑍𝑘𝑈 ∥𝑜𝑝 = max

𝑖∈[𝑚], 𝑗∈[𝑛]
| (𝑍𝑘 )𝑖, 𝑗 |∥𝑒𝑖𝑢 𝑗𝑇 ∥𝑜𝑝

Using this decomposition to augsym(𝑆𝑈 ) as well as the fact that
| (𝑍𝑘 )𝑖, 𝑗 | ≤ 1√

𝛽1𝑙 𝑗
, we conclude

𝑅(augsym(𝑆𝑈 ))

≤ max

𝑖∈[𝑚], 𝑗∈[𝑛],
𝑘∈[𝛽1𝑝𝑚

∑
𝑙𝑖 ]

(𝑍𝑘 )𝑖, 𝑗




0 0 (𝑒𝑖𝑢 𝑗𝑇 )
𝑇

0

0 0 0 0

(𝑒𝑖𝑢 𝑗𝑇 ) 0 0 0

0 0 0 0



𝑜𝑝

≤1
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For both cases, since their matrix parameters 𝜎∗ (𝑋 ), 𝜎 (𝑋 ) and
𝑅(𝑋 ) are the same as in Theorem 3.3, following the proof for Theo-

rem 3.3, we conclude that there exist constants 𝑐1, 𝑐2,, such that for

any 𝜀, 𝛿 > 0, we have

P
(
1 − 𝜀 ≤ 𝑠min ((1/

√
𝑝𝑚)𝑆𝑈 ) ≤ 𝑠max ((1/

√
𝑝𝑚)𝑆𝑈 ) ≤ 1 + 𝜀

)
≥ 1 − 𝛿

when 𝑚 ≥ 𝑐1max(𝑑, log(4/𝛿))/𝜀2 and 𝑝𝑚 > 𝑐2 (log(𝑑/𝛿))4/𝜀6.
The proof of the claim when𝑚 ≥ (1 + 𝜃 )𝑑 also follows in the same

manner as Theorem 3.3.

Since 𝑝 is just a parameter in the LESS models, we want to

know what the requirement 𝑝𝑚 > 𝑐2 (log(𝑑/𝛿))4/𝜀6 (similarly

𝑝𝑚 > 𝑐2 (log(𝑑/𝛿))4/𝜃6) means for the average number of nonzero

entries in each row. First, the average number of nonzero entries in

each row will be 𝛽1𝑝
∑𝑛

𝑗=1 𝑙 𝑗 ≤ 𝛽1𝛽2𝑝𝑑 for both cases, just by the

construction of these matrices. Next, we observe that the condition

𝑝𝑚 > 𝑐2 (log(𝑑/𝛿))4/𝜀6 is equivalent to

𝑝𝑑 > 𝑐2 (log(𝑑/𝛿))4/𝜀6 (
𝑑

𝑚
)

Since𝑚 ≥ 𝑑/𝜀2, we have 𝑑
𝑚 ≤ 𝜀2. Therefore, to meet the require-

ment 𝑝𝑑 > 𝑐2 (log(𝑑/𝛿))4/𝜀6 𝑑
𝑚 , it suffices to have

𝑝𝑑 > 𝑐2 (log(𝑑/𝛿))4/𝜀4

So the optimal choice of 𝑝 leads to 𝛽1𝛽2𝑐2 (log(𝑑/𝛿))4/𝜀4 many

nonzero entries in each row on average.

In the case when 𝑚 ≥ (1 + 𝜃 )𝑑 and 𝑝𝑚 > 𝑐2 (log(𝑑/𝛿))4/𝜃6,
since we can only claim 𝑑/𝑚 < 1 in general, we need 𝑝𝑑 >

𝑐2 (log(𝑑/𝛿))4/𝜃6 so the average number of nonzero entries in each

row would be 𝛽1𝛽2𝑐2 (log(𝑑/𝛿))4/𝜃6.
The high probability bound for the number of nonzero entries

in each row follows from Bernstein’s Inequality. (see full version

for details.) □

As an immediate corollary of Theorem 4.3 we give a new sub-

space embedding guarantee for the Fast Johnson-Lindenstrauss

Transform (FJLT). Recall that an FJLT preconditions the matrix

𝑈 with the Randomized Hadamard Transform (see Definition 2.7)

to transform it into another matrix 𝑉 whose row norms can be

well controlled. In this way, we obtain approximate leverage scores

for 𝑉 by construction rather than by estimation. Then, we can ap-

ply LESS-IND-ENT or LESS-IND-ROWS random matrices to the

preconditioned matrix 𝑉 according to approximate leverage scores.

Theorem 4.4 (Analysis of Preconditioned Sparse OSE). Let
𝑈 be an arbitrary𝑛×𝑑 deterministic matrix such that𝑈𝑇𝑈 = 𝐼 . There
exist constants 𝑐4.4.1, 𝑐4.4.2, 𝑐4.4.3, such that for any 0 < 𝜀 < 1, 2𝑛

𝑒𝑑
<

𝛿 < 1, the following holds. Let 𝑆 = Φ( 1√
𝑛
)𝐻𝐷 where𝐻 and𝐷 are as in

definition 2.6 and 2.7, and Φ has LESS-IND-ENT or LESS-IND-ROWS
distribution corresponding to uniform leverage scores (𝑑/𝑛, ..., 𝑑/𝑛)
with embedding dimension𝑚 ≥ 𝑐4.4.1max(𝑑, log(8/𝛿))/𝜀2 and av-
erage number of nonzero entries per row ≥ 𝑐4.4.2 (log(2𝑑/𝛿))4/𝜀4.
Then,

P
(
1 − 𝜀 ≤ 𝑠min ((1/

√
𝑝𝑚)𝑆𝑈 ) ≤ 𝑠max ((1/

√
𝑝𝑚)𝑆𝑈 ) ≤ 1 + 𝜀

)
≥ 1 − 𝛿.

Proof of Theorem 4.4 (sketch). First, note that
1√
𝑛
𝐻𝐷𝑈 is an

𝑛 × 𝑑 matrix with orthonormal columns. Let E denote the event

that the tuple (𝑙1 = 𝑑/𝑛, 𝑙2 = 𝑑/𝑛, . . . , 𝑙𝑛 = 𝑑/𝑛) of numbers are

(16, 1)-approximate leverage scores for the matrix
1√
𝑛
𝐻𝐷𝑈 . Clearly,∑𝑛

𝑖=1 𝑙𝑖 ≤ 𝑑 . Since 2𝑛 ≤ 𝛿𝑒𝑑 , we have log(2𝑛/𝛿) ≤ 𝑑 , and the claim

from Lemma 2.8 reads,

P

(
max

𝑗=1,...,𝑛
∥𝑒𝑇𝑗 (

1

√
𝑛
𝐻𝐷𝑈 )∥𝑜𝑝 ≥

√︂
𝑑

𝑛
+

√︂
8𝑑

𝑛

)
≤ 𝛿

2

.

Thus, with probability greater than 1−𝛿/2, we have, for all 𝑗 ∈ [𝑛],

∥𝑒𝑇𝑗 (
1

√
𝑛
𝐻𝐷𝑈 )∥2 < (1 + 2

√
2)2

(
𝑑

𝑛

)
<

16𝑑

𝑛
= 16𝑙 𝑗 .

So, the conditions for (𝑑/𝑛,𝑑/𝑛, . . . , 𝑑/𝑛) to be (16, 1)-approximate

leverage scores for the matrix
1√
𝑛
𝐻𝐷𝑈 are satisfied with probability

greater than 1 − 𝛿/2, i.e.,
P(E) ≥ 1 − 𝛿/2.

Let𝑉 = 1√
𝑛
𝐻𝐷𝑈 . Then the desired result follows by conditioning

on the random matrix 𝑉 and applying Theorem 4.3. □
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